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This paper is concerned with the determination of credit risk premia of defaultable contingent claims by means of indifference valuation principles. Assuming exponential utility preferences we derive representations of indifference premia of credit risk in terms of solutions of Backward Stochastic Differential Equations (BSDE). The class of BSDEs needed for that representation allows for quadratic growth generators and jumps at random times. Since the existence and uniqueness theory for this class of BSDEs has not yet been developed to the required generality, the first part of the paper is devoted to fill that gap. By using a simple constructive algorithm, and known results on continuous quadratic BSDEs, we provide sufficient conditions for the existence and uniqueness of quadratic BSDEs with discontinuities at random times.
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Introduction

The current global financial crisis demonstrates the importance of a proper evaluation of credit risk, in particular of financial assets that may default. In this article we study an approach of determining the credit risk premium of a defaultable contingent claim by using utility indifference principles and techniques of stochastic control. We introduce the concept of an *indifference credit risk premium*, defined as the maximal amount of money an owner of a defaultable position is ready to pay for an insurance that completely compensates his credit risk. We derive a mathematical representation showing that the credit risk premium coincides with the solution of a BSDE. For an introduction into BSDEs and overview of standard results we refer to [9].

Credit risk research is a huge field and a large panel of mathematical tools have been used to model, explain and manage credit risk. For an overview we refer the reader to the books of Bielecki and Rutkowski (2002) [4], Duffie and Singleton (2003) [8], Schönbucher (2003) [19], and to the survey papers of Bielecki et al (2004) [3,2].

One standard approach of credit risk modeling is based on the powerful technique of filtration enlargements, by making the distinction between the filtration $\mathcal{F}$ generated by the continuous processes underlying the market model, and its smallest extension $\mathcal{G}$ that turns the default time into a $\mathcal{G}$-stopping time. This kind of filtration enlargement has been referred to as *progressive enlargement* of filtrations. It plays an important role in many studies on credit risk, and also the present study strongly profits from this methodology. For an overview on progressive enlargements of filtrations we refer to the fundamental work by Brémaud, Yor, Jeulin and the French school of probability in the 80’s [7], [13], [20,21].

For our analysis of credit risk premia we build on the well-known link between BSDEs and the maximal expected utility of economic agents investing in a financial market. We choose the perspective of an economic agent who is investing on an incomplete financial market, and at the same time is holding a contingent claim in her portfolio. For agents with exponential utility preferences and holding non-defaultable additional claims, it has been shown by Rouge and El Karoui [18], that the maximal expected utility of an economic agent has a representation in terms of a BSDE growing quadratically in the control variable. In [12] this result has been generalized to agents that are exposed to non-convex trading constraints. In this paper, we allow for defaultable contingent claims in the portfolio, while at the same time extending the tradable assets at the agent’s disposal by allowing her to invest (with possibly non-convex trading constraints) in bonds, non-defaultable risky assets and a defaultable zero-coupon bond. We show that in this case the maximal expected utility coincides with the solution of a BSDE that is discontinuous at the default time.

Nearly upon completion of the present article we discovered a related work by Lim and Quenez [16], who have also studied the problem of utility maximization of agents endowed with defaultable claims, but who may invest only in a bond and
a risky asset. In contrast to our approach using BSDEs as a tool for stochastic control, in [16] the value function is derived by using dynamical programming techniques. Besides, as a further major difference with our work, it is assumed that the price process of the only risky asset is driven by a Brownian Motion and a default indicating process.

For the BSDEs appearing in the papers [18] and [12] the authors fall back on existence results of quadratic BSDEs as shown by Kobylanski [15]. The BSDEs we need for extending their results to defaultable contingent claims, has a discontinuity at the default time, and to our knowledge there are no results in the literature that we may use in order to guarantee the existence of solutions. Therefore, a considerable part of our article is devoted to a thorough analysis of that class of BSDEs. More precisely, with \( W \) being a multidimensional Brownian motion driving the price processes and \( M \) the compensated default process \( 1_{\tau > t} \), we consider BSDEs of the form

\[
Y_t = \xi - \int_t^T Z_s dW_s - \int_t^T U_s dM_s + \int_t^T f(s, Z_s, U_s) ds, \tag{0.1}
\]

where \( \xi \) is the defaultable contingent claim and \( f \) is a generator satisfying a quadratic growth condition in \( z \).

Notice that quadratic BSDEs similar to (0.1), namely with \( M \) being replaced by a compensated Levy jump process, have been studied by Morlais [17]. Sufficient conditions for the existence of solutions are derived by using approximating BSDEs with generators satisfying a Lipschitz condition.

Having only one possible jump in the BSDE (0.1), we propose an alternative approach based on a backward induction in order to derive a solution of (0.1). We show that one can find two continuous quadratic BSDEs from which one can construct a solution of (0.1) simply by switching from the first to the second one when the default occurs.

We stress that the BSDE (0.1) has to be solved with respect to the progressively enlarged filtration \( \mathcal{G} \), since the predictable representation property for defaultable claims is valid with respect to \( \mathcal{G} \), but not with respect to the small filtration \( \mathcal{F} \). This bears similarities with initial enlargements. As it is shown in [10] and [11], investment decision processes of agents possessing information advantages (represented by an initial enlargement) have to be linked to BSDEs that are solved with respect to enlarged filtration.

The paper is organized as follows. In Section 1, we give a precise description of the default model. Our first aim will be to solve the control problem (1.5) by means of BSDE techniques. In Section 3 we will show that the maximal expected utility and the optimal strategy can be expressed in terms of a specific BSDE that grows quadratically in the control variable. The BSDE that will do this job belongs to a class of BSDEs for which no existence theory has been developed yet. In Section 2 we make up for that and clarify the existence and uniqueness of BSDEs with one possible jump. In Section 4 we discuss the credit risk premium derived from
indifference principles and derive a representation in terms of a BSDE.

1. The model

Let $d \in \mathbb{N}$ and let $W$ be a $d$-dimensional Brownian motion on a probability space $(\Omega, \mathcal{F}, P)$. We denote by $(\mathcal{F}_t)$ the completion of the filtration generated by $W$.

Our financial market consists in $k$ risky assets and one non-risky asset. We use the non-risky asset as numeraire and suppose that the prices of the risky assets in units of the numeraire evolve according to the SDE

$$dS^i_t = S^i_t(\alpha_i(t)dt + \sigma_i(t)dW_t), \quad i = 1, \ldots, k,$$

where $\alpha_i(t)$ is the $i$th component of a predictable and vector-valued map $\alpha : \Omega \times [0,T] \to \mathbb{R}^k$ and $\sigma_i(t)$ is the $i$th row of a predictable and matrix-valued map $\sigma : \Omega \times [0,T] \to \mathbb{R}^{k \times d}$.

In order to exclude arbitrage opportunities in the financial market we assume $d \geq k$. Moreover, for technical reasons we suppose that

(M1) $\alpha$ is bounded,

(M2) there exist constants $0 < \varepsilon < K$ such that $\varepsilon I_k \leq \sigma(t)\sigma^*(t) \leq K I_k$ for all $t \in [0,T]$,

where $\sigma^*(t)$ is the transpose of $\sigma(t)$, and $I_k$ is the $k$-dimensional unit matrix. Notice that (M1) and (M2) imply that the market price of risk, given by

$$\vartheta = \sigma^*(\sigma\sigma^*)^{-1}\alpha,$$

is bounded.

Defaultable contingent claims

We aim at studying pricing and hedging of contingent claims that may default at a random time $\tau : \Omega \to \mathbb{R}_+ \cup \{\infty\}$. We suppose that at any time, the agent can observe if the default $\tau$ has appeared or not, which is quite natural to suppose for default times in finance or for death times in life assurance. So her information is not the filtration generated by the price processes $\mathcal{F}$, but is defined by the following progressive enlargement of filtration, as defined in [6] :

$$\mathcal{G}_t = \mathcal{F}_t \vee \sigma(1_{\tau \leq t}), \quad (1.1)$$

which is the smallest filtration containing the filtration $(\mathcal{F}_t)$ and that makes $\tau$ a stopping time. Throughout we suppose that the so-called hypothesis $(H)$ holds, i.e.

Hypothesis $(H)$ Any square integrable $(\mathcal{F}, P)$-martingale is a square integrable $(\mathcal{G}, P)$-martingale.

Under this hypothesis, the Brownian motion $W$ is still a Brownian motion in the enlarged filtration.
Suppose an investor is endowed with a defaultable contingent claim with pay-off $X_1$ at time $T$ if no default occurred, and with a compensation $X_2$ otherwise. Then the total payoff may be written as

$$F = X_1 1_{\{\tau > T\}} + X_2 1_{\{\tau \leq T\}}$$

where $\tau$ is the default time (or the death time in the case of an insurance contract). This payoff $F$ consists in a $\mathcal{F}_T$-measurable random variable $X_1$ to hedge at maturity $T$ if $\tau$ has not occurred at time $T$, and a compensation $X_2$, paid at hit (at the default/death time) in case of default (or death) occurs before $T$. In the following we will always assume that $X_1$ is a bounded $\mathcal{F}_T$-measurable random variable and $X_2 = h(\tau)$ where $h$ is a $\mathcal{F}_t$-predictable process.

Let $D_t = 1_{\{\tau \leq t\}}$. Then $D$ is a submartingale, and there exists an $(\mathcal{G}_t)$-predictable increasing process $K$, called compensator, such that $K_0 = 0$ and

$$M_t = D_t - \int_0^t (1 - D_{s-})dK_s$$

is a martingale with respect to $(\mathcal{G}_t)$. We suppose that there exists an $(\mathcal{F}_t)$-predictable non-negative and bounded process $k_s$ and an $(\mathcal{F}_t)$-predictable increasing process $A$, with values in $\{0, 1\}$, such that

$$dK_s = k_s ds + dA_s.$$  \hfill (1.2)

Since $M$ is a $(\mathcal{G}_t)$-martingale, it can have no $(\mathcal{G}_t)$-predictable jumps, and consequently, whenever the predictable process $A$ jumps, $M$ does not jump.

**Example 1.1.** Let $k$ a bounded non-negative $(\mathcal{F}_t)$-predictable process and $\Theta$ an exponentially distributed random variable that is independent of the Brownian Motion $W$. Then the compensator $K$, associated to the stopping time $\tau_1 = \inf\{t, \int_0^t k_s ds > \Theta\}$, is given by $K_t = \int_0^t k_s ds$.

**Example 1.2.** Let $a \in \mathbb{R}_+$, $i \in \{1, \ldots, k\}$, and $\tau_2 = \inf\{t \geq 0 : S_i^t \leq a\}$ for one $1 \leq i \leq k$. Notice that $\tau_2$ is an $(\mathcal{F}_t)$-predictable stopping time. Moreover, let $\tau_1$ be the stopping time from Example 1.1. The compensator $K$, associated to the stopping time

$$\tau = \tau_1 \wedge \tau_2,$$

is given by $dK_t = k_t dt + d1_{\{\tau_2 \leq t\}}$.

The arbitrage free dynamics of a defaultable zero-coupon bond $\rho_t$ is

$$d\rho_t = \rho_t (\mu_t dt + c_t dW_t - dM_t)$$  \hfill (1.3)
where \((a_t,c_t,b_t)\) are \(\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}\)-valued measurable processes. For a derivation of the precise dynamics under the risk neutral measure we refer to [6], and for the dynamics under the historical measure to [5].

By an investment process we mean any \((\mathcal{G}_t)\)-predictable process \((\lambda,\lambda^\rho)\), where \(\lambda = (\lambda^i)_{1 \leq i \leq k}\) takes values in \(\mathbb{R}^k\) (or a constrained subset, as we will suppose in the next paragraph) such that the integral process \(\int_0^t \lambda^i \frac{dS^i}{S^i}\) is defined for all \(i \in \{1, \ldots, k\}\), and \(\lambda^\rho\) with values in \(\mathbb{R}\) (or a constrained subset) such that \(\int_0^t \lambda^\rho \frac{d\rho}{\rho}\) is defined. We interpret \(\lambda^i\) as the value of the portfolio fraction invested in the \(i\)th asset, and \(\lambda^\rho\) the value of the portfolio invested in the defaultable bond.

Let \(p_t = \lambda_t \sigma_t\) be the image of \(\lambda\) with respect to \(\sigma\), and \(q_t = \lambda^\rho_t \rho_t\). In what follows we mean by a strategy the image of any investment process.

Investing according to a strategy \((p,q)\) amounts, at time \(t\), to a total trading gain of

\[
G^p_q(t) = \int_0^t (p_s \vartheta_s + q_s \lambda_s) ds + \int_0^t (p_s + q_s c_s) dW_s - \int_0^t q_s d\rho(M_t).
\]

Let \(\mathcal{A}\) denote the set of all so-called admissible strategies \((p,q)\), defined as the integrands satisfying

\[
E \int_0^T |p|^2 ds + E \int_0^T |q|^2 ds < \infty.
\]

Throughout let \(U\) be the exponential utility function with risk aversion coefficient \(\eta > 0\), i.e.

\[
U(x) = -e^{-\eta x}.
\]

Consider an investor with preferences described by \(U\) investing on the financial market. Moreover, suppose that some constraints are imposed on the investor, in such way that at time \(t\) the strategies have to stay within a closed set. We will assume that at any time a strategy \((p_t,q_t)\) belongs to a set \(C^1_t = C^1_t \times C^2_u \subset \mathbb{R}^k \sigma_t \times \mathbb{R} \rho_t\). In addition, we assume that \((0,0) \in C^1_t \times C^2_t\) for all \(t\), and that

\[
C^1_t \text{ is closed,} \quad C^2_t \text{ is bounded. (1.4)}
\]

If the investor has a defaultable position \(F\) in her portfolio, then her maximal expected utility is given by

\[
V^F(v) = \sup \left\{ EU(v + G^p_q + F) : (p,q) \in \mathcal{A}, (p_s,q_s) \in C^1_s \times C^2_s \text{ for all } s \in [0,T) \right\}.
\]

In the remainder we will derive a representation of the maximal expected utility in terms of a BSDE driven by the Brownian motion \(W\) and the compensated jump process \(\rho\). We will see that \(V^F\) is equal to the initial value of a process \((Y_t)_{t \in [0,T]}\) being part of the solution of a BSDE. More precisely, let for all \(s \in [0,T], p \in \mathbb{R}^k, q \in \mathbb{R}, z \in \mathbb{R}^d\) and \(u \in \mathbb{R},\)

\[
h(s,p,q,z,u) = -pq - qa_s + \frac{1}{2} a_s^2 + \frac{1}{2} (1 - D_s) k_s \left[ e^{\eta (u+q)} - 1 - \eta (u+q) \right],
\]
and define
\[ f(s, z, u) = \min_{(p, q) \in C} h(s, p, q, z, u). \]  
(1.6)

We will show that for bounded and \( \mathcal{G}_T \)-measurable \( F \) there exists a unique solution of the BSDE
\[ Y_t = F - \int_t^T Z_s dW_s - \int_t^T U_s dM_s + \int_t^T f(s, Z_s, U_s) ds, \]  
(1.7)

and that
\[ V^F(v) = U(v - Y_0). \]  
(1.8)

There are no results in the literature that guarantee that the BSDE (1.7) possesses a solution. Therefore, in the next section we will fill this gap, and we study existence and uniqueness of a class of BSDEs that includes the BSDE (1.7). In Section 3 we will come back to the model introduced in this section and prove Equality (1.8).

2. Quadratic BSDEs with one possible jump

Let \( (\mathcal{F}_t) \) be an arbitrary filtration. We denote by \( \mathcal{H}^2(\mathcal{F}_t) \) the set of all \( (\mathcal{F}_t) \)-predictable processes \( X_t \) satisfying \( E \int_0^T |X_t|^2 ds < \infty \), and by \( \mathcal{H}^\infty(\mathcal{F}_t) \) the set of essentially bounded \( (\mathcal{F}_t) \)-predictable processes. The set of all \( (\mathcal{F}_t) \)-optional processes \( X_t \), for which \( E(\sup_{s \in [0, T]} |X_t|^p) \) is finite, will be denoted by \( \mathcal{R}^p(\mathcal{F}_t) \), and the set of all bounded \( (\mathcal{F}_t) \)-optional processes by \( \mathcal{R}^\infty(\mathcal{F}_t) \). Finally, we write \( \mathcal{S}^\infty(\mathcal{F}_t) \) for the set of all \( (\mathcal{F}_t) \)-predictable processes such that \( E \int_0^T |X_t|^2 (1 - D_{s-}) k_s ds < \infty \).

Throughout this section we will consider BSDEs of the form
\[ Y_t = \xi - \int_t^T Z_s dW_s - \int_t^T U_s dM_s + \int_t^T f(s, Z_s, U_s) ds \]  
(2.1)

where \( \xi \) is a bounded \( \mathcal{G}_T \)-measurable random variable, and the generator \( f : \Omega \times \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R} \rightarrow \mathbb{R} \) satisfies the following property:

(P1) The generator can be decomposed into a sum
\[ f(s, z, u) = [l(s, z) + j(s, u)](1 - D_{s-}) + m(s, z) D_{s-}, \]

where \( l : \Omega \times \mathbb{R}_+ \times \mathbb{R}^d \rightarrow \mathbb{R}, m : \Omega \times \mathbb{R}_+ \times \mathbb{R}^d \rightarrow \mathbb{R} \) and \( j : \Omega \times \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{R} \) satisfy:

- \( l(\cdot, z), m(\cdot, z), j(\cdot, u) \) are predictable for all \( z \in \mathbb{R}^d \) and \( u \in \mathbb{R} \) respectively,
- \( l(\cdot, 0), m(\cdot, 0), j(\cdot, 0) \) are bounded, say by \( L \in \mathbb{R}_+ \),
- there exists a constant \( L \in \mathbb{R}_+ \) such that for all \( z \) and \( z' \in \mathbb{R}^d \)
\[ |l(s, z) - l(s, z')| + |m(s, z) - m(s, z')| \leq L(1 + |z| + |z'|)|z - z'|, \]
- \( j \geq 0 \) and \( j \) is Lipschitz on \( (-K, \infty) \) for every \( K \in \mathbb{R}_+ \), with Lipschitz constant \( L_j(K) \).

In addition, we will sometimes assume that the generator \( f \) satisfies also
There exists a continuous increasing function $\gamma$ such that for all $s \in [0, T]$ and $u, u' \in [-n, n], n \in \mathbb{N},$

$$|j(s, u) - j(s, u')| \leq \gamma(n) \sqrt{k_s|u - u'|},$$

where $k$ is defined by (1.2).

We first prove a priori estimates for BSDEs of the type (2.1), before addressing existence and uniqueness of solutions. We remark that one can show existence by approximating the generator by Lipschitz continuous functions, a method employed in [17]. However, as we will see, in this case an approximation is not necessary since one can explicitly construct a solution by combining solutions of non-jump quadratic BSDEs.

### 2.1. A priori estimates

We start showing some technical results which will be used in the proof of existence and uniqueness. We first provide a sufficient condition for the process $\int_{\cdot}^T ZdW_s$, where $Z$ is the control part of a solution of (2.1), to be a BMO (Bounded Mean Oscillation) martingale.

Recall that a continuous square integrable martingale $(M_t)_{t \in [0, T]}$, with quadratic variation $\langle M, M \rangle_t$, is a BMO martingale on $[0, T]$ if and only if there exists a constant $C \in \mathbb{R}^+$ such that for all stopping times $\tau$ with values in $[0, T]$ we have

$$E\left[\langle M, M \rangle_T - \langle M, M \rangle_\tau \mid \mathcal{G}_\tau\right]^{\frac{1}{2}} \leq C, \quad a.s. \quad (2.2)$$

The BMO norm $\|M\|_{\text{BMO}}$ is defined to be the smallest constant $C \in \mathbb{R}^+$ for which (2.2) is defined. In the following lemma we collect some properties of BMO martingales that we will frequently use.

**Lemma 2.1** (Properties of BMO martingales).

*Let $M$ be a continuous BMO martingale. Then the following properties are satisfied:*

1. **The stochastic exponential of $M$,**

$$\mathcal{E}(M)_T = \exp\{M_T - \frac{1}{2}\langle M, M \rangle_T\},$$

satisfies $E(\mathcal{E}(M)_T) = 1$, and thus the measure defined by $dQ = \mathcal{E}(M)_T dP$ is a probability measure.

2. **The process $\hat{M} = M - \langle M, M \rangle$ is a BMO martingale relative to the measure $Q$ (see Theorem 3.3 in [14]).**

3. **It is always possible to find a $p > 1$ such that $\mathcal{E}(M) \in L^p$.** One can determine such a $p$ with the help of the function

$$\Psi(x) = \left(1 + \frac{1}{x^2} \log \frac{2x - 1}{2(x - 1)}\right)^{\frac{1}{2}} - 1,$$
defined for all $1 < x < \infty$. Notice that $\lim_{x \to 1^+} \Psi(x) = \infty$ and $\lim_{x \to \infty} \Psi(x) = 0$. It holds true that if $\|M\|_{\text{BMO}} < \Psi(p)$, then $E(M) \in L^p$ (see for example Theorem 3.1 [14]).

Lemma 2.2. (BMO property) Let $\xi$ be a bounded and $\mathcal{G}_T$-measurable random variable, and $f$ a generator satisfying (P1). Assume that $(Y, Z, U) \in \mathbb{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{H}^\infty(\mathcal{G}_t)$ is a solution of (2.1). Then $\int_0^T Z_s dW_s$ is a BMO-martingale. Moreover, its BMO norm depends only on $\|\sup_{s \in [0,T]} |Y_s|\|_{\infty}$, $L$, $L_1$, $T$ and $\Lambda$.

Proof. Let $\kappa$ be an upper bound of the process $|Y|$ and $|U|$. Ito’s formula applied to $e^{aY_t}$, with $a \in \mathbb{R}$, yields

\[
e^{aY_t} = e^{aY_0} + \int_0^t ae^{aY_s}Z_s dW_s + \int_0^t ae^{aY_s}U_s dM_s - \int_0^t ae^{aY_s}f(s, Z_s, U_s) ds + \frac{1}{2} \int_0^t a^2 e^{aY_s} |Z_s|^2 ds + \sum_{s \leq t} e^{aY_s}(e^{a\Delta Y_s} - 1 - a\Delta Y_s).
\]

Let $g(t, z) = (1 - D_{t-})t(t, z) + D_{t-}m(t, z)$. Then Property (P1) implies

\[-f(s, Z_s, U_s) \geq -|g(s, Z_s) - g(s, 0)| - |g(s, 0)| - |j(s, U_s) - j(s, 0)| - |j(s, 0)| \geq -2L(1 + |Z_s|^2) - L_j(\kappa)|U_s| - 2\Lambda.
\]

Hence, for $a \geq 0$,

\[
e^{aY_t} \geq e^{aY_0} + \int_0^t ae^{aY_s}Z_s dW_s + \int_0^t ae^{aY_s}U_s dM_s - \int_0^t 2aLe^{aY_s} ds + \left(\frac{1}{2} a^2 - 2aL\right) \int_0^t e^{aY_s} |Z_s|^2 ds - \int_0^t a(L_j(\kappa)\kappa + 2\Lambda)e^{aY_s} ds.
\]

Taking the conditional expectation yields, for arbitrary stopping times $\tau$ with values in $[0, T]$,

\[
\frac{1}{2} a^2 - 2aL E \left[ \int_\tau^T e^{aY_s} |Z_s|^2 ds | \mathcal{G}_\tau \right] \leq E \left[ e^{aY_\tau} - e^{aY_\tau} | \mathcal{G}_\tau \right] + E \left[ \int_\tau^T 2aLe^{aY_s} ds | \mathcal{G}_\tau \right] + \int_0^\tau a(L_j(\kappa)\kappa + 2\Lambda)e^{aY_s} ds.
\]

Choose $a = 5L$. Then $\frac{1}{2} a^2 - a2L = \frac{5}{2} L^2$, and

\[
\frac{5}{2} L^2 e^{-5L\kappa} E \left[ \int_\tau^T |Z_s|^2 ds | \mathcal{G}_\tau \right] \leq (2 + 10L^2 T + 5LT(L_j(\kappa)\kappa + 2\Lambda))e^{5L\kappa},
\]

from where we obtain the result. \[\square\]

We are now able to give the following a priori estimates.
Let $\xi^1$ and $\xi^2$ be two bounded $\mathcal{G}_t$-measurable random variables, $f^1$ and $f^2$ two generators satisfying properties (P1) and (P2), and let $(Y^i, Z^i, U^i) \in \mathcal{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{H}^\infty(\mathcal{G}_t)$ be solutions of the BSDEs

$$Y^i_t = \xi^i_t - \int_t^T Z^i_s dW_s - \int_t^T U^i_s dM_s + \int_t^T f^i(s, Z^i_s, U^i_s) ds.$$  

Let $\delta \xi = \xi^1 - \xi^2$ and $f = f^1 - f^2$. Ito's formula yields

$$\Delta Y = \int_t^T (\delta Y)^2 - \int_t^T (\delta Z)^2 + \int_t^T (\delta U)^2 ds.$$

We will prove Theorem 2.1 in several steps. First observe that for any $\beta \in \mathbb{R}$, Ito's formula yields

$$e^{\beta t} \Delta Y^2 = e^{\beta T} \Delta Y^2 - 2 \int_t^T e^{\beta s} \delta Y s \delta Z s dW_s - \int_t^T e^{\beta s} \delta U s \delta Y s dM_s + \int_t^T e^{\beta s} \delta U s \frac{\delta (\Delta Y)}{2} ds,$$

and since $\Delta M^2 = \Delta M$, this can be further simplified to

$$e^{\beta t} \Delta Y^2 = e^{\beta T} \Delta Y^2 - 2 \int_t^T e^{\beta s} \delta Y s \delta Z s dW_s - \int_t^T e^{\beta s} \delta U s (2 \delta Y s + \delta U s) dM_s + \int_t^T e^{\beta s} \delta U s (\Delta Y)^2 ds.$$  

Next define two processes

$$H_s = \frac{f^2(s, Z^2_s, U^2_s) - f^2(s, Z^1_s, U^1_s)}{\delta Z s} \quad \text{and} \quad J_s = \frac{f^2(s, Z^2_s, U^2_s) - f^2(s, Z^1_s, U^1_s)}{\delta U s},$$

and note that $f^2(s, Z^2_s, U^2_s) - f^2(s, Z^1_s, U^1_s) = H_s \delta Z_s + J_s \delta U_s$. Property (P2) implies

$$|J_s| \leq c \sqrt{\mathbb{E}}(1 - D_{-s}),$$

for some $c \in \mathbb{R^+}$ that depends on $\|\sup_{s \in [0,T]} |Y^i_s|\|\infty$ and $\|\sup_{s \in [0,T]} |Y^2_s|\|\infty$. Property (P1) implies $|H_s| \leq L(1 + |Z^1_s| + |Z^2_s|)$, which, together
with Lemma 2.2, guarantees that \( \int_0^T H_u dW_u \) is a BMO martingale with a norm bounded by \( L \| f_0 (1 + |Z_t^1| + |Z_t^2|) dW_t \|_{\text{BMO}} \). By defining \( \tilde{W}_t = W_t - \int_0^t H_u du \), we obtain

\[
e^{\beta_t} \delta Y_t^2 = e^{\beta_T} \delta Y_T^2 - 2 \int_0^T e^{\beta_s} \delta Y_s \delta Z_s d\tilde{W}_s - \int_0^T e^{\beta_s} \delta U_s (2 \delta Y_{s-} + \delta U_s) dM_s
\]

\[
+ 2 \int_0^T e^{\beta_s} \delta Y_s \delta f_s ds \leq e^{\beta_T} \delta Y_T^2 - 2 \int_0^T e^{\beta_s} \delta Y_s \delta f_s \leq 2 e^{2 \| \beta \|_{BMO}} (1 - D_s-) \delta U_s^2.
\]

Notice that \( 2 |\delta Y_{s-} - J_s \delta U_s| \leq 2 |\delta Y_{s-} - c\sqrt{c} (1 - D_s-) \delta U_s| \leq 2 c^2 |\delta Y_{s-}|^2 + \frac{k_s^2}{2} (1 - D_s-) |\delta U_s|^2 \). By choosing \( \beta = 2c^2 \) we get

\[
e^{\beta_t} \delta Y_t^2 + \int_0^T e^{\beta_s} (|\delta Z_s|^2 + (1 - D_s-) \frac{k_s^2}{2} |\delta U_s|^2) ds
\]

\[
\leq e^{\beta_T} \delta Y_T^2 + 2 \int_0^T e^{\beta_s} |\delta f_s| |\delta Y_{s-}| ds - 2 \int_0^T e^{\beta_s} \delta Y_s \delta f_s ds - \int_0^T e^{\beta_s} \delta U_s (2 \delta Y_{s-} + \delta U_s) dM_s.
\]

Based on the previous inequality we will first derive a priori estimates with respect to the auxiliary measure \( \mathbb{Q} \), defined by \( \frac{d\mathbb{Q}}{d\mathbb{P}} = \mathcal{E}(H \cdot W)_T \). Note that Girsanov’s theorem implies that \( \tilde{W} \) is a \( \mathbb{Q} \)-martingale. Moreover, \( M \) remains a martingale with respect to \( \mathbb{Q} \). To show this recall the well-known fact that \( M \) is a martingale with respect to \( \mathbb{Q} \) if and only if \( M_t \mathcal{E}(H \cdot W)_t \) is a \( \mathbb{P} \)-martingale. The latter is satisfied because \( \langle M, \mathcal{E}(H \cdot W) \rangle = 0 \), and hence \( d(M_t \mathcal{E}(H \cdot W)_t) = M_t H_t \mathcal{E}(H \cdot W)_t dW_t + \mathcal{E}(H \cdot W)_t dM_t \).

**Lemma 2.3.** For all \( p > 1 \) there exists a constant \( C \in \mathbb{R}^+ \) such that

\[
E^\mathbb{Q} \left[ \sup_{t \in [0,T]} |\delta Y_t|^2 \right]^{2p} \left( \int_0^T (|\delta Z_s|^2 + |\delta U_s|^2 (1 - D_s-) \frac{k_s^2}{2}) ds \right)^p \leq C E^\mathbb{Q} \left( |\delta \xi|^2 + \left( \int_0^T |\delta f_s| ds \right)^2 \right)^p.
\]

**Proof.** Let \( p > 1 \). Throughout the proof let \( C_1, C_2, \ldots \) be constants depending only on \( p, T, L, \gamma, \|k\|_{\infty} \), \( \|\| \|s \in [0,T] \|Y_s^1||\|\|s \in [0,T] \|Y_s^2||\|\|s \in [0,T] \|Y_s||\|\|s \in [0,T] \|Y_s||\|\|. \) First taking the \( \mathcal{G}_t \)-conditional expectation with respect to \( \mathbb{Q} \) on both sides of Inequality (2.3), and then applying Doob’s \( L^p \)-inequality implies that

\[
E^\mathbb{Q} \left[ \sup_{t \in [0,T]} |\delta Y_t|^2 \right] \leq C_1 E^\mathbb{Q} \left( |\delta \xi|^2 + \left( \int_0^T |\delta f_s| |\delta Y_s| ds \right)^2 \right)^p.
\]

(2.4)
Young’s inequality yields
\[
E_Q \left( \int_0^T |\delta f_s| |\delta Y_s| ds \right)^p \leq E_Q \left( \sup_{s \in [0,T]} |\delta Y_s|^p \left( \int_0^T |\delta f_s| ds \right)^p \right) \leq \frac{1}{2C_1} E_Q \left( \sup_{s \in [0,T]} |\delta Y_s|^{2p} \right) + C_2 E_Q \left( \int_0^T |\delta f_s| ds \right)^{2p},
\]
which allows us to deduce
\[
E_Q \left( \sup_{t \in [0,T]} |\delta Y_t|^{2p} \right) \leq C_3 E_Q \left( |\delta \xi|^{2p} + \left( \int_0^T |\delta f_s| ds \right)^{2p} \right). \tag{2.6}
\]
Besides, it follows from (2.3) that
\[
\left( \int_0^T (|\delta Z_s|^2 + (1 - D_{s-}) \frac{k_s}{2} \delta U_s^2) ds \right)^p \leq C_4 \left( |\delta \xi|^{2p} + \left( \int_0^T |\delta f_s||\delta Y_s| ds \right)^p + \left( \int_0^T [2\delta Y_{s-} \delta Z_s d\tilde{W}_s - \delta U_s(2\delta Y_{s-} + \delta U_s) dM_s]^2 \right)^p \right). \tag{2.7}
\]
The Burkholder-Davis-Gundy Inequality yields
\[
E_Q \left( \int_0^T (|\delta Z_s|^2 + (1 - D_{s-}) \frac{k_s}{2} \delta U_s^2) ds \right)^p \leq C_5 E_Q \left( |\delta \xi|^{2p} + \left( \int_0^T |\delta f_s||\delta Y_s| ds \right)^p + \left( \int_0^T (2\delta Y_{s-} |\delta Z_s|)^2 ds + \sum_{0 < s \leq T} |\delta U_s|^2(2\delta Y_{s-} + \delta U_s)^2 |M, M|_s \right)^{\frac{p}{2}} \right) \leq C_6 E_Q \left( |\delta \xi|^{2p} + \left( \int_0^T |\delta f_s||\delta Y_s| ds \right)^p + \left( \int_0^T (2\delta Y_{s-} |\delta Z_s|)^2 ds + \sum_{0 < s \leq T} |\delta U_s|^p|\delta Y_{s-} + \delta U_s|^p \Delta M_s \right)^{\frac{p}{2}} \right) \leq 2C_6 a^2 + \frac{1}{2C_6} b^2 \text{ for all } a, b \in \mathbb{R}_+ \text{, we get}
\]
\[
E_Q \left( \int_0^T (2\delta Y_{s-} \delta Z_s)^2 ds \right)^{\frac{p}{2}} \leq E_Q \left( \sup_{s \in [0,T]} |\delta Y_s|^p \left( \int_0^T \delta Z_s^2 ds \right)^{\frac{p}{2}} \right) \leq 2C_6 E_Q \left( \sup_{s \in [0,T]} |\delta Y_s|^{2p} \right) + \frac{1}{2C_6} E_Q \left( \int_0^T \delta Z_s^2 ds \right)^p. \tag{2.8}
\]
Combining (2.8) with (2.7), and using an estimate as in (2.5), we obtain
\[
E^Q \left( \int_0^T \left( |\delta Z_s|^2 + (1 - D_s) \frac{k_s}{2} \delta U_s^2 \right) ds \right)^p
\]
\[
\leq C_b E^Q \left( |\delta \xi|^{2p} + \left( \int_0^T (\delta f_s)^2 ds \right)^p + \sup_{s \in [0,T]} |\delta Y_s|^{2p} + \sum_{0 < s \leq T} |\delta U_s|^p |\delta Y_s + \delta U_s|^p \Delta M_s \right)
\]
Notice that \( |\delta U_s| \leq \sup_{t \in [0,T]} 2|\delta Y_t| \), for \( P \otimes k_s ds \)-a.a. \( (\omega, s) \), and hence
\[
E^Q \sum_{0 < s \leq T} |\delta U_s|^p |\delta Y_s - \delta U_s|^p \Delta M_s
\]
\[
= E^Q \int_0^T |\delta U_s|^p |\delta Y_s - \delta U_s|^p dM_s + E^Q \int_0^T |\delta U_s|^p |\delta Y_s - \delta U_s|^p (1 - D_s) k_s ds
\]
\[
\leq C_b E^Q \sup_{t \in [0,T]} |\delta Y_t|^{2p}.
\]
With the previous inequality, and (2.5), the estimate stated in the lemma can be deduced.

Proof of Theorem 2.1. As in Lemma 2.3, let \( Q \) be defined by \( \frac{dQ}{dP} = \mathcal{E}(H \cdot W)_T \). Property 2) of Lemma 2.1 guarantees that \( \int -H_s dW_s \) is a BMO martingale w.r.t. \( Q \), and hence, by Property 3) of Lemma 2.1, there exists a constant \( p' > 1 \) such that \( E^Q \left[ \mathcal{E}(-H \cdot \tilde{W})_{T}^{p'} \right] < \infty \).

Hölder’s inequality yields, with \( p \) being the conjugate exponent of \( p' \),
\[
E \sup_{t \in [0,T]} |\delta Y_t|^2 \leq E^Q \left[ \mathcal{E}(-H \cdot \tilde{W})_T \left( \sup_{t \in [0,T]} |\delta Y_t|^2 \right) \right]
\]
\[
\leq \left( E^Q \left[ \mathcal{E}(-H \cdot \tilde{W})_{T}^{p'} \right] \right)^{1/p'} \left( E^Q \left[ \sup_{t \in [0,T]} |\delta Y_t|^{2p} \right] \right)^{1/p}.
\]
Lemma 2.3 further implies
\[
E \sup_{t \in [0,T]} |\delta Y_t|^2 \leq C_1 \left( E^Q \left[ |\delta \xi|^{2p} + \left( \int_0^T (\delta f_s)^2 ds \right)^2 \right] \right)^{1/p}.
\]
As \( \int_0 T H_s dW_s \) is a BMO martingale w.r.t. \( P \), Property 3) of Lemma 2.1 implies that there exists a constant \( r' > 1 \) such that \( E^Q \left[ \mathcal{E}(H \cdot W)_{T}^{r'} \right] < \infty \). Then, applying Hölder once again to come back to the initial measure \( P \), we obtain, with \( r' \) denoting the conjugate of \( r \),
\[
E \sup_{t \in [0,T]} |\delta Y_t|^2 \leq C_2 \left( E \left[ |\delta \xi|^{2pr} + \left( \int_0^T (\delta f_s)^2 ds \right)^{2pr} \right] \right)^{\frac{1}{p'}}.
\]
Using similar arguments, we get
\[
E \left( \int_0^T (|\delta Z_s|^2 + |\delta U_s|^2 (1 - D_s - \frac{k_s}{2})) ds \right) \leq C_3 \left( E \left[ |\delta \xi|^{2p_r} + \left( \int_0^T |\delta f_s| ds \right)^{2p_r} \right] \right)^{1/p_r},
\]
and hence the proof is complete. \(\square\)

2.2. Existence and Uniqueness of the BSDE

We now discuss existence and uniqueness of quadratic BSDE with one possible jump. First assume that the terminal condition is a sum of the form \(\xi_1 \{ \tau > T \} + \zeta_1 \{ \tau \leq T \}\), where \(\xi\) and \(\zeta\) are bounded random variables measurable with respect to \(\mathcal{F}_T\). The next result guarantees that there exists a solution of
\[
Y_t = \xi_1 \{ \tau > T \} + \zeta_1 \{ \tau \leq T \} - \int_t^T Z_s dW_s - \int_t^T U_s dM_s + \int_t^T f(s, Z_s, U_s) ds. \tag{2.11}
\]

**Theorem 2.2.** (Existence) Let \(\xi\) and \(\zeta\) be two bounded \(\mathcal{F}_T\)-measurable random variables, and let \(f\) be a generator satisfying (P1). Then there exists a solution \((Y, Z, U) \in \mathbb{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{H}^\infty(\mathcal{G}_t)\) of (2.11).

**Proof.** In the proof we explicitly construct a solution of (2.1) starting from two continuous quadratic BSDEs with terminal conditions \(\xi\) and \(\zeta\) respectively. First, by referring to standard existence results as shown in [15], we choose a solution \((\hat{Y}, \hat{Z}) \in \mathcal{H}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t)\) of the BSDE
\[
\hat{Y}_t = \xi_1 \{ \tau > T \} + \zeta_1 \{ \tau \leq T \} = \int_t^T Z_s dW_s - \int_t^T U_s dM_s + \int_t^T m(s, \hat{Z}_s) ds. \tag{2.12}
\]
Secondly, we define the stopping time
\[
\tau_A = \inf \{ t \geq 0 : A_t = 1 \},
\]
with the convention \(\inf \emptyset = \infty\), and where \(A\) is the increasing process introduced in Section 1. Observe that \(\tau_A\) is an \((\mathcal{F}_t)\)-predictable stopping time, since \(A\) is \((\mathcal{F}_t)\)-predictable.

Next we consider a BSDE with generator
\[
h(s, y, z) = l(s, z) + j(s, (\hat{Y}_s - y)1_{\{\tau_A \geq s\}}) + (\hat{Y}_s - y)1_{\{\tau_A \geq s\}} k_s.
\]
Since \(h\) does not satisfy a Lipschitz condition with respect to \(y\), we may not directly invoke standard existence results. However, by using a sandwich argument, we will show that there exist solutions of BSDEs with a bounded terminal condition and generator \(h\). For this purpose let
\[
g(s, y, z) = l(s, z) + (\hat{Y}_s - y)1_{\{\tau_A \geq s\}} k_s.
\]
Let \((Y^a, Z^a) \in \mathcal{H}^\infty(F_T) \times \mathcal{H}^2(F_T)\) be a solution of the BSDE with generator \(\gamma\) and terminal condition
\[
\psi = \xi 1_{\{\tau_a > T\}} + \zeta 1_{\{\tau_a \leq T\}}.
\]
In particular, there exists a \(K \in \mathbb{R}_+\) such that \(\sup_{t \in [0, T]} Y^0_t \geq -K\), a.s.

In addition consider an auxiliary generator \(h^a\) satisfying, for all \(z \in \mathbb{R}^d\) and \(s \in [0, T]\),
\[
h^a(s, y, z) = \begin{cases} h(s, y, z), & \text{if } y \in (-K, \infty) \\ g(s, y, z) + j(s, \hat{Y}_s + K) [1 - (y + K)], & \text{else.} \end{cases}
\]
Notice that \(h^a\) is Lipschitz continuous in \(y\), and hence we may again fall back on standard existence results, such as Theorem 2.3 in [15], guaranteeing that there exists a solution \((Y^a, Z^a) \in \mathcal{H}^\infty(F_T) \times \mathcal{H}^2(F_T)\) of the BSDE with generator \(h^a\) and terminal condition \(\psi\).

We next show that \(Y^a_t \geq Y^0_t\), a.s. To this end we define the \(\mathbb{R}^d\)-valued predictable process
\[
\beta_t^i = \frac{l(s, Z^a_t) - l(s, Z^0_t)}{Z^a_t - Z^0_t}, \quad 1 \leq i \leq d.
\]
Observe that (P1) guarantees that there exists a constant \(K' \in \mathbb{R}_+\) such that \(|\beta_t| \leq K'(1 + |Z^a_t| + |Z^0_t|)\), a.s., which implies, together with Lemma 2.2, that \(N_t = \int_0^t \beta_t dW_s\) is a BMO martingale. Hence there exists a probability measure \(Q\) on \(\mathcal{F}_T\), with density \(\frac{dQ}{dP} = \mathcal{E}(N)_T\), such that \(\tilde{W}_t = W_t - \int_0^t \beta_s ds\) is a \(Q\)-Brownian motion. Now observe that
\[
Y^a_t - Y^0_t = -\int_t^T (Z^a_s - Z^0_s) d\tilde{W}_s + \int_t^T (Y^a_s - Y^0_s) 1_{\{\tau_a \geq s\}} k_s ds
\]
\[
+ \int_t^T j(s, \hat{Y}_s + Y^a_s) 1_{\{\tau_a > s\}} 1_{Y^a_s > -K} + j(s, \hat{Y}_s + K) [1 - (Y^a_s + K)] 1_{Y^a_s \leq -K} ds.
\]
Notice that the pair of differences \((Y^a - Y^0, Z^a - Z^0)\) solves the linear BSDE
\[
y_t = -\int_t^T z_s d\tilde{W}_s + \int_t^T (\varphi_s + 1_{\{\tau_a \geq s\}} k_s y_s) ds
\]
where \(\varphi_s = j(s, \hat{Y}_s + Y^a_s) 1_{\{\tau_a > s\}} 1_{Y^a_s > -K} + j(s, \hat{Y}_s + K) [1 - (Y^a_s + K)] 1_{Y^a_s \leq -K}\). The boundedness of \(j(\cdot, 0)\), together with the Lipschitz property of \(j\) on compact sets yield that \(\varphi\) is bounded. By using the solution formula for linear BSDEs (see e.g., Prop. 2.2 in [9]), one gets the representation
\[
Y^a_t - Y^0_t = E^Q \left[ \int_t^T \exp \left( \int_t^u 1_{\{\tau_a \geq v\}} k_v ds \right) \varphi_s ds \left| G_t \right. \right],
\]
which shows that \(Y^a \geq Y^0\), \(Q\)- and \(P\)-a.s.

Since \(Y^0\) is bounded from below by \(-K\), we therefore have also \(Y^a_t \geq -K\), and this further implies that \((Y^a, Z^a)\) solves the BSDE with generator \(h\) and terminal condition \(\psi\).
Finally, we have now all at our hands for a solution by setting

\[ Y_t = \begin{cases} Y_t^a, & (\tau > t) \lor (\tau \leq t, \tau = \tau_A), \\ \hat{Y}, & (\tau \leq t, \tau \leq \tau_A), \end{cases} \]

\[ Z_t = \begin{cases} Z_t^a, & (\tau > t) \lor (\tau \leq t, \tau = \tau_A), \\ \hat{Z}, & (\tau \leq t, \tau \leq \tau_A), \end{cases} \]

and

\[ U_t = \begin{cases} \hat{Y}_t - Y_t^a, & t \leq \tau, \\ 0, & t > \tau. \end{cases} \]

Notice that, on the set \( B = \{ \tau \leq t, \tau \leq \tau_A \} \), we have

\[
Y_t = Y_t - Y_\tau + Y_\tau = (\hat{Y}_t - \hat{Y}_\tau) + (\hat{Y}_\tau - Y_\tau) + Y_\tau^a
\]

\[
= \int_\tau^t \hat{Z}_t dW_s - \int_\tau^t m(s, \hat{Z}_s) ds + \int_0^t U_s dM_s + \int_0^\tau \int_0^s h(s, Y_s^a, Z_s^a) ds
\]

\[
= \int_0^t Z_s dW_s + \int_0^t U_s dM_s - \int_0^t f(s, Z_s, U_s) ds.
\]

On the complementary set \( B^c = \{ \tau > t \} \cup \{ \tau \leq t, \tau = \tau_A \} \), the martingale \( M \) has no jumps on \([0, t]\) and satisfies \( M_t = -\int_0^t (1 - D_s) k_s ds \). Hence, on \( B^c \), we have

\[
Y_t = Y_t^a = \int_0^t Z_s^a dW_s - \int_0^t h(s, Y_s^a, Z_s^a) ds
\]

\[
= \int_0^t Z_s^a dW_s - \int_0^t f(s, Z_s^a, (\hat{Y}_s - Y_s^a) 1_{(\tau_s \geq s)}) ds - \int_0^t (\hat{Y}_s - Y_s^a) 1_{(\tau_s \geq s)} k_s ds
\]

\[
= \int_0^t Z_s^a dW_s + \int_0^t f(s, Z_s^a, U_s) ds + \int_0^t U_s dM_s.
\]

Finally, the terminal condition \( Y_T = \xi_1_{(r > T)} + \zeta_1_{(r \leq T)} \) is satisfied, since on \( B \) we have, \( Y_T = \hat{Y}_T = \zeta \), and on \( B^c \) we have \( Y_T = Y_T^a = \xi_1_{(r > T)} + \zeta_1_{(r \leq T)} = \xi_1_{(r > T)} + \zeta_1_{(r \leq T)} \).

This shows that \( (Y, Z, U) \) is a solution of the BSDE (2.1). Moreover, the boundedness of \( Y^a \) and \( \hat{Y} \) implies that \( Y \) and \( U \) are bounded, too.

We next show that we can still solve BSDE (2.1), if we allow the compensation to depend on the default time.

**Theorem 2.3.** (Existence) Let \((\zeta(t))_{0 \leq t \leq T}\) be a \((\mathcal{F}_t)\)-predictable bounded process, such that \( t \mapsto \zeta(t) \) is almost surely right-continuous on \([0, T]\). Let \( f \) satisfy \((P1)\) and \((P2)\). Then there exists a solution \((Y, Z, U) \in \mathcal{R}_{\infty}(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{H}_{\infty}(\mathcal{G}_t)\) of the BSDE

\[
Y_t = \xi_1_{(r > T)} + \zeta(\tau) 1_{(r \leq T)} - \int_t^T Z_s dW_s - \int_t^T U_s dM_s + \int_t^T f(s, Z_s, U_s) ds.
\]

\[ (2.13) \]
Proof. To simplify notation, we assume throughout the proof that the process $A$ is equal to zero, and hence that (1.2) simplifies to $dK_t = k_t ds$.

Let $\tau_n, n \in \mathbb{N}$, be the discrete approximation of the default time $\tau$ defined by

$$
\tau_n(\omega) = \begin{cases} 
\frac{k}{n} & \text{if } \tau(\omega) \in \left[ \frac{k-1}{n}, \frac{k}{n} \right], \ k \in \mathbb{Z}_+.
\end{cases}
$$

Observe that $\tau_n$ is a stopping time with respect to the filtration $(\mathcal{G}_t)$. For all $\frac{k}{n} < T$, let $(\hat{Y}^{k,n}, \hat{Z}^{k,n})$ be the solution of the BSDE

$$
\hat{Y}^{k,n}_t = \zeta(\frac{k}{n}) - \int_t^T \hat{Z}^{k,n}_s dW_s + \int_t^T f(s, \hat{Z}^{k,n}_s, 0) ds.
$$

Let $(\hat{Y}^T, \hat{Z}^T)$ be the solution of the BSDE

$$
\hat{Y}^T_t = \zeta(T) - \int_t^T \hat{Z}^T_s dW_s + \int_t^T f(s, \hat{Z}^T_s, 0) ds,
$$

and let $h^n$ be the family of generators such that $h^n(0, y, z) = 0$ and

$$
h^n(s, y, z) = f(s, z, \hat{Y}^{k,n}_s - y) \text{ if } s \in \left[ \frac{k-1}{n}, \frac{k}{n} \right].
$$

Let $(y^n, z^n)$ be a solution of the BSDE with terminal condition $\xi$ and generator $h^n$. Moreover, let

$$
\begin{align*}
Y^*_n &= \begin{cases} 
y^n_t, & t < \tau, \\ \hat{Y}^{k,n}_t, & t \geq \tau \text{ and } \tau_n = \frac{k}{n} \leq T, \\ \hat{Y}^*_T, & t \geq \tau \text{ and } \tau_n = \frac{k}{n} > T,
\end{cases} \\
Z^*_n &= \begin{cases} 
z^n_t, & t \leq \tau, \\ \hat{Z}^{k,n}_t, & t > \tau \text{ and } \tau_n = \frac{k}{n} \leq T, \\ \hat{Z}^*_T, & t \geq \tau \text{ and } \tau_n = \frac{k}{n} > T,
\end{cases}
\end{align*}
$$

and

$$
U^*_n = \begin{cases} 
\hat{Y}^{k,n}_t - y^n_t, & t \leq \tau, t \in \left[ \frac{k-1}{n}, \frac{k}{n} \right], \frac{k}{n} \leq T \\
\hat{Y}^*_T - y^n_t, & t \leq \tau, t \in \left[ \frac{k-1}{n}, \frac{k}{n} \right], \frac{k}{n} > T \\
0, & t > \tau.
\end{cases}
$$

To simplify notations assume that $\tau > 0 \text{ a.s.}$ Then

$$
Y^*_n = y^n_t 1_{\{t < \tau\}} + \sum_k \hat{Y}^{k,n}_t 1_{\{t \geq \tau\}} 1_{\{\tau_n = \frac{k}{n} \leq T\}} + \hat{Y}^*_T 1_{\{t \geq \tau\}} 1_{\{\tau_n > T\}}
$$

$$
= y^n_t 1_{\{t < \tau\}} + \sum_k 1_{\{t \geq \tau\}} 1_{\{\tau_n = \frac{k}{n} \leq T\}} \left( (\hat{Y}^{k,n}_t - y^n_t) + (\hat{Y}^{k,n}_t - \hat{Y}^{k,n}_T) \right)
$$

$$
+ 1_{\{t \geq \tau\}} 1_{\{\tau_n > T\}} \left( (\hat{Y}^*_T - y^n_T) + (\hat{Y}^*_T - \hat{Y}^*_T) \right)
$$

(2.14)

Notice that

$$
1_{\{t \geq \tau\}} 1_{\{\tau_n = \frac{k}{n} \leq T\}} (\hat{Y}^{k,n}_t - \hat{Y}^{k,n}_T) = 1_{\{t \geq \tau\}} 1_{\{\tau_n = \frac{k}{n} \leq T\}} \left( \int_{\tau}^t Z^n_s dW_s - \int_{\tau}^T f(s, Z^n_s, 0) ds \right)
$$
and

\[
1_{\{t \geq \tau\}}1_{\{\tau_n = \frac{k}{n} \leq T\}}(Y^k_n - y^k_n) = 1_{\{t \geq \tau\}}1_{\{\tau_n = \frac{k}{n} \leq T\}} \int_0^t U_s^n dD_s.
\]

Then using the same argument for the third term of (2.14), we obtain

\[
Y^n_t = y^n_0 + \int_0^{t \wedge \tau} z^n_s dW_s - \int_0^{t \wedge \tau} h^n(s, y^n_s, z^n_s)ds + \int_0^t U_s^n dD_s + \int_\tau^t Z^n_s dW_s - \int_\tau^t f(s, Z^n_s, 0)ds\]

\[
= Y^n_0 + \int_0^t Z^n_s dW_s + \int_0^t U^n_s dM_s + \int_0^\tau f(s, Z^n_s, U^n_s)ds,
\]

which shows that \((Y^n, Z^n, U^n)\) is a solution in \(\mathcal{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{H}^\infty(\mathcal{G}_t)\) of the BSDE

\[
Y^n_t = \xi 1_{\{\tau > T\}} + (\zeta(\tau_n)1_{\{\tau_n \leq T\}} + \zeta(T)1_{\{\tau_n > T\}})1_{\{\tau \leq T\}} \quad (2.15)
\]

\[-t \int Z^n_s dW_s - \int_0^t U^n_s dM_s + \int_0^\tau f(s, Z^n_s, U^n_s)ds.
\]

Now let \(1 \leq n < m\). Then we have \(\tau_m \leq \tau_n\). Moreover, letting \(\kappa\) denote a bound for the process \(|\zeta(t)|\), we obtain for all \(q \geq 2\)

\[
E \left[ |(\zeta(\tau_m)1_{\{\tau_m \leq T\}} + \zeta(T)1_{\{\tau_m > T\}})1_{\{\tau \leq T\}} - (\zeta(\tau_n)1_{\{\tau_n \leq T\}} + \zeta(T)1_{\{\tau_n > T\}})1_{\{\tau \leq T\}}|^q \right] 
\]

\[
\leq P(\tau_m \leq T < \tau_n) \kappa^q + E[|\zeta(\tau_m) - \zeta(\tau_n)|^q],
\]

which converges to 0 as \(n, m \to \infty\).

Since the random variables \(|\zeta(t)|\) and \(\zeta\) are bounded, results of Kobylanski [15] and Lemma 2.2 imply that the \(\mathcal{R}^\infty\) norms \(\sup_{t \in [0, T]} |Y^n_t|\) and the BMO norms of \(\int_0^T Z^n_s dW_s\) are uniformly bounded in \(n\). Consequently we may deduce from the a priori estimates of Theorem 2.1 that there exists a \(q \geq 2\) such that the sequence \((Y^n, Z^n, U^n)\) is Cauchy in \(\mathcal{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{H}^\infty(\mathcal{G}_t)\), and hence possesses a limit, say \((Y, Z, U)\), which is easily shown to solve the BSDE (2.13). \(\square\)

**Theorem 2.4.** (Uniqueness) Let \(\xi\) be a bounded \(\mathcal{G}_T\)-measurable random variable and \(f\) a generator satisfying (P1) and (P2), then the BSDE (2.1) has a unique solution in \(\mathcal{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{S}^\infty(\mathcal{G}_t)\).

**Proof.** Let \((Y^1, Z^1, U^1) \in \mathcal{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{S}^\infty(\mathcal{G}_t)\) be solutions of the BSDEs

\[
Y^1_t = \xi - \int_t^T Z^1_s dW_s - \int_t^T U^1_s dM_s + \int_t^T f(s, Z^1_s, U^1_s)ds.
\]

Let \(\delta \xi = \xi - \xi = 0\), \(\delta f_s = 0\) \(\delta Y = Y^1 - Y^2\), \(\delta Z = Z^1 - Z^2\) and \(\delta U = U^1 - U^2\).

Applying Theorem 2.1, we obtain for a \(q > 1\),

\[
E \left[ \sup_{t \in [0, T]} |\delta Y_t|^2 + \left( \int_0^T (|\delta Z_s|^2 + |\delta U_s|^2)(1 - D_{s-}) d\mathbb{L}_s \right)^q \right] \leq CE \left[ |\delta \xi|^2 + \left( \int_0^T |\delta f_s| ds \right)^{2q} \right] = 0.
\]
3. Expected utility and optimal investment in terms of BSDEs

For all $s \in [0,T]$, $p \in \mathbb{R}^k$, $q \in \mathbb{R}$, $z \in \mathbb{R}^d$ and $u \in \mathbb{R}$ let

$$h(s,p,q,z,u) = -p\vartheta_s - q\alpha_s + \frac{1}{2}\eta |p + q\alpha_s - z|^2 + \frac{1}{\eta}(1 - D_s_-)k_s [e^{\eta(u+q)} - 1 - \eta(u + q)] ,$$

and define

$$f(s,z,u) = \min_{(p,q) \in C_s} h(s,p,q,z,u). \quad (3.1)$$

**Remark 3.1.** If it is impossible to invest in the defaultable zero-coupon, i.e the constraints set is $(p,q) \forall t \in [0,T]$, then the generator $f$ satisfies

$$f(s,z,u) = \frac{1}{2}\eta \text{dist}^2(z + \frac{1}{\eta}\vartheta_s, C_s^1) - \vartheta z - \frac{1}{2\eta} |\vartheta|^2 + \frac{1}{\eta}(1 - D_s_-)k_s [e^{\eta u} - 1 - \eta u]. \quad (3.2)$$

In this case hypotheses $(P1)$ and $(P2)$ are easily seen to be fulfilled. Moreover, the minimum of $h$ on $C_s \times \{0\}$ is attained at $p = \Pi_{C_s}(z + \frac{1}{\eta}\vartheta_s)$.

**Theorem 3.1.** Let $F = X_11_{\{\tau > T\}} + X_21_{\{\tau \leq T\}}$ where $X_1$ is a bounded $\mathcal{F}_T$-measurable random variable and $X_2 = h(\tau)$, where $h$ is a $\mathcal{F}$-predictable bounded process. Let $(Y,Z,U) \in \mathcal{R}^\infty(\mathcal{G}_t) \times \mathcal{H}^2(\mathcal{G}_t) \times \mathcal{H}^\infty(\mathcal{G}_t)$ be a solution of the BSDE (2.1) with generator defined in (3.1) and $\xi = F$. We assume that the generator defined in (3.1) satisfies properties $(P1)$ and $(P2)$. Then

$$V^F(v) = U(v - Y_0),$$

and any predictable process $(\hat{p}, \hat{q})$ satisfying $P \otimes \lambda$-a.s.

$$h(s, \hat{p}_s, \hat{q}_s, Z_s, U_s) = \min_{(p,q) \in C_s} h(s,p,q,Z_s, U_s).$$

is an optimal strategy.

The proof of Theorem 3.1 is based on the following lemma.

**Lemma 3.1.** $U(v + G^{p,q}_t - Y_t)$ is a local supermartingale for every locally square integrable and $(\mathcal{G}_t)$-predictable processes $p$ and $q$. If in addition $(p_s, q_s) = \arg\min_{(u,v) \in C_s} h(s,u,v,Z_s, U_s)$, $P \otimes \lambda$-a.s., then $U(v + G^{p,q}_t - Y_t)$ is a local martingale.

**Proof.** Let $p$ and $q$ be locally square integrable and $(\mathcal{G}_t)$-predictable processes.
Use the abbreviation $G_t = G^p_t$ and note that an application of Ito’s formula to $U(G_t - Y_t)$ yields

$$U(v + G_t - Y_t) = U(v - Y_0) + \int_0^t U'(v + G_{s-} - Y_{s-})(p_s + q_sc_s - Z_s)dW_s$$

$$- \int_0^t U'(v + G_{s-} - Y_{s-})(q_s + U_s)dM_s$$

$$+ \int_0^t U'(v + G_{s-} - Y_{s-})(p_s\partial_s + q_s\partial_s + f(s, Z_s, U_s))ds$$

$$+ \frac{1}{2} \int_0^t U''(v + G_{s-} - Y_{s-})|p_s + q_s c_s - Z_s|^2ds$$

$$+ \sum_{0 < s < t} U(v + G_{s-} - Y_{s-}) \left[ e^{-\eta(\Delta G_s - \Delta Y_s)} - 1 + \eta(\Delta G_s - \Delta Y_s) \right]$$

Moreover, we may write

$$U(v + G_t - Y_t) = U(v - Y_0) + \text{ local martingale}$$

(3.3)

$$+ \int_0^t U'(v + G^p_{s-} - Y_{s-})(f(s, Z_s, U_s) - h(s, p_s, q_s, Z_s, U_s))ds.$$  

(3.4)

The monotonicity of $U$ and (3.1) implies that the bounded variation process in (3.4) is decreasing and hence that $U(v + G_t - Y_t)$ is a local supermartingale. If in addition $(p_s, q_s) = \arg \min_{(p, q) \in C} h(s, u, v, Z_s, U_s)$, $P \otimes \lambda$-a.s., then the integrand in (3.4) vanishes, and therefore in this case $U(v + G^p_t - Y_t)$ is a local martingale. □

**Proof of Theorem 3.1.** Let $(\hat{p}, \hat{q})$ be a $(\mathcal{G}_t)$-predictable process satisfying $h(s, \hat{p}_s, \hat{q}_s, z, u) = \min_{p,q \in C^2} h(s, p, q, z, u)$, $\lambda \otimes P$-a.s. We first show that $(\hat{p}_s, \hat{q}_s)$ is locally square integrable, and that $(\hat{p} + \hat{q}c) \cdot W$ is a BMO martingale.

Since $C^2_t$ is bounded, the process $\hat{q}$ is bounded. Moreover we have a representation of $\hat{p}$ in terms of $\hat{q}$, namely $\hat{p}_t = \Pi C^2_t(Z_t + \frac{1}{\eta} \dot{\theta} - \hat{q}c_t)$, and hence we have

$$|\hat{p}| \leq |Z + \frac{1}{\eta} \dot{\theta} - \hat{q}c| + |\hat{p} - (Z + \frac{1}{\eta} \dot{\theta} - \hat{q}c)|$$

$$\leq 2|Z| + 2\frac{1}{\eta} |\dot{\theta}| + 2|\hat{q}c|.$$  

This immediately yields the square integrability of $p$ and $q$, and with Lemma 2.2, the BMO property of $(\hat{p} + \hat{q}c) \cdot W$.

According to the previous lemma there exists a sequence of stopping times $\tau_n$ converging to $T$, a.s. such that for all $n \geq 1$, the stopped process $U(v + G^p_{t\land \tau_n} - Y_{t\land \tau_n})$ is a martingale.
Next observe that
\[
U(v + G^{\hat{p}, \hat{q}}_t - Y_t) = -\mathcal{E}\left(-\eta \int_0^t (\hat{p}_s + \hat{q}_s c_s - Z_s) dW_s\right)
\times \exp\left(\eta(-v + Y_0) + \eta \int_0^t (\hat{q}_s + U_s) dM_s\right)
\times \exp\left(-\int_0^t (e^{\eta(\hat{q}_s + U_s)} - 1 - \eta(\hat{q}_s + U_s))(1 - D_s-) k_s ds\right)
\]

Since \(U\) and \(Y\) are bounded, this yields that \(\{U(v + G^{\hat{p}, \hat{q}}_\rho - Y_\rho) : \rho\) stopping time with values in \([0,T]\}\) is uniformly integrable. Moreover, \(\lim_n EU(v + G^{\hat{p}, \hat{q}}_\tau_n - Y_{\tau_n}) = EU(v + G^{\hat{p}, \hat{q}}_\tau - Y_\tau)\), for all \(t \in [0,T]\), from which we deduce, \(EU(v + G^{\hat{p}, \hat{q}}_T - Y_T) = EU(v - Y_0)\).

Note that for all \((p,q) \in A\) we have
\[
EU(v + G^{p,q}_T - Y_T) \leq EU(v + G^{\hat{p}, \hat{q}}_0 - Y_0) = EU(v - Y_0),
\]
which shows that \((\hat{p}, \hat{q})\) is indeed the optimal strategy. Finally, it follows that \(V^{F}(v) = EU(v - Y_0)\). \(\square\)

4. Credit risk premium

In this section we show how the results from the previous sections can be applied in order to obtain probabilistic and analytic expressions for the premium to be paid due to the probable default. To keep things simple we assume that there is no tradable defaultable asset and hence the trading constraints are of the form \(C_t = C^1_t \times \{0\}\).

Let \(\xi\) be a bounded \(\mathcal{F}_T\)-measurable random variable representing the value of a position if no default occurs. By *indifference credit risk premium* we mean the amount of money \(c\) such that an investor is indifferent between holding the non-defaultable security \(\xi\), or holding the defaultable security \(\xi_{1_{(\tau > T)}}\) and receiving a riskless compensation \(c\) at time 0. To define the indifference credit risk premium in a strict sense, denote by \(V^{\xi}(v)\) and \(V^{\xi_{1_{(\tau > T)}}}(v)\) the maximal expected utility of an investor with initial wealth \(v\), and endowment \(\xi\) and \(\xi_{1_{(\tau > T)}}\) respectively. Then \(c\) is defined as the unique real number satisfying
\[
V^{\xi}(0) = V^{\xi_{1_{(\tau > T)}}}(c).
\]

Since we assume that the preferences are determined by the exponential utility function, \(c\) does not depend on the initial wealth of the investor. As for the maximal expect utility, the indifference credit risk premium has a representation in terms of a BSDE, too. To this end let
\[
g(t, z) = \frac{1}{2} \eta \text{dist}^2(z + \frac{1}{\eta} \partial_s C^1_s) - \partial z - \frac{1}{2\eta} |\partial|^2
\]
and let \((\tilde{Y}, \tilde{Z})\) be the solution of the BSDE
\[
\tilde{Y}_t = \xi - \int_t^T \tilde{Z}_s dW_s + \int_t^T g(s, \tilde{Z}_s) ds.
\]
Then \(V^\xi(0) = U(-\tilde{Y}_0)\). Analogously, let
\[
f(t, z, u) = \frac{1}{2} \eta \text{dist}^2(z + \frac{1}{\eta} \theta_s, C_s^1) - \theta z - \frac{1}{2\eta} |\theta|^2 + \frac{1}{\eta} (1 - D_s) k_s [e^{\eta u} - 1 - \eta u],
\]
and let \((Y, Z, U)\) be the solution of the BSDE
\[
Y_t = \xi 1_{\{\tau > T\}} - \int_t^T Z_s dW_s - \int_t^T U_s dM_s + \int_t^T f(s, Z_s, U_s) ds, 
\]
Then, by Theorem 3.1, \(V^\xi 1_{\{\tau > T\}}(c) = U(c - Y_0)\).

Next we define the \(\mathbb{R}^d\)-valued predictable process
\[
\gamma_s^i = \text{dist}^2(Z_s + \frac{1}{\eta} \theta_s, C_s^1) - \text{dist}^2(\tilde{Z}_s + \frac{1}{\eta} \theta_s, C_s^1), \quad 1 \leq i \leq d.
\]
Notice that we have \(|\gamma| \leq C(1 + |Z| + |\tilde{Z}|)\) for some constant \(C \in \mathbb{R}_+\). Therefore the integral process \(\int_0^t \gamma_s dW_s\) is a BMO martingale and hence we may define the probability measure \(\tilde{P}\) with density
\[
\frac{d\tilde{P}}{dP} = \mathbb{E}(\int_0^T \gamma_s dW_s)_T.
\]
Girsanov’s theorem implies that \(\tilde{W}_t = W_t + \int_0^t \gamma_s ds\) is a Brownian motion with respect to \(\tilde{P}\). We are now ready to establish the representation of the credit risk premium in terms of a BSDE.

**Proposition 4.1.** The indifference credit risk premium satisfies
\[
c = \tilde{Y}_0,
\]
where \((\tilde{Y}, \tilde{Z}, \tilde{U})\) is the solution of the BSDE
\[
\tilde{Y}_t = \xi 1_{\{\tau \leq T\}} - \int_t^T \tilde{Z}_s dW_s - \int_t^T \tilde{U}_s dM_s + \int_t^T h(s, \tilde{Z}_s, \tilde{U}) ds, \tag{4.1}
\]
with generator
\[
h(t, z, u) = -\theta z + \frac{1}{\eta} (1 - D_s) k_s [e^{\eta u} - 1 - \eta u].
\]

**Proof.** The very definition of the indifference credit risk premium implies \(c = Y_0 - \tilde{Y}_0\). The differences \(\tilde{Y} = Y - \tilde{Y}, \tilde{Z} = Z - \tilde{Z}, \tilde{U} = U\), are easily shown to solve the BSDE (4.1).

**Remark 4.1.** Notice that once the default occurred while the time horizon is not attained, the terminal condition in the BSDE (4.1) is equal to \(\xi\), and the compensation is equal to the value of the contingent claim.
In the following we will derive a lower bound for the credit risk premium given as the expectation of the defaultable security $\xi_{1\{\tau \leq T\}}$.

**Corollary 4.1.** Let $Q$ be the probability measure defined by

$$\frac{dQ}{d\hat{P}} = \mathcal{E}(\int_0^T \theta_s d\tilde{W}_s)_{\tau}.$$ 

Then the credit risk premium is bounded from below by $E_Q[\xi_{1\{\tau \leq T\}}]$. In particular, if $\xi$ is positive, then the indifference credit risk premium is positive, too. Moreover, with vanishing risk aversion $\eta$, the credit risk premium converges to $E_Q[\xi_{1\{\tau \leq T\}}]$.

**Proof.** The solution $(\bar{Y}, \tilde{Z}, \tilde{U})$ of (4.1) satisfies

$$\bar{Y}_t = \xi_{1\{\tau \leq T\}} - \int_t^T \tilde{Z}_s d\tilde{W}_s - \int_t^T \tilde{U}_s dM_s + \int_t^T \frac{1}{\eta}(1 - D_s -)k_s[e^{\eta U_s} - 1 - \eta \hat{U}_s]ds,$$

where $\tilde{W} = \tilde{W} - \int_0^t \theta_s ds$ is a $Q$-Brownian motion. Hence,

$$\bar{Y}_t = E_Q \left[ \xi_{1\{\tau \leq T\}} + \int_t^T \frac{1}{\eta}(1 - D_s -)k_s[e^{\eta U_s} - 1 - \eta \hat{U}_s]ds \Big| G_t \right] \geq E_Q \left[ \xi_{1\{\tau \leq T\}} | G_t \right].$$

Notice that $\lim_{\eta \downarrow 0} \frac{1}{\eta} k_s[e^{\eta u} - 1 - \eta u] = 0$, and since $\tilde{U}$ is bounded, we have that with vanishing risk aversion $\eta$, the credit risk premium converges to $E_Q[\xi_{1\{\tau \leq T\}}]$.

**Remark 4.2.** If the number of uncertainties equals the number of assets (i.e. $k = d$), and if there are no constraints (i.e. $C_1^t = \mathbb{R}^k$), then $\hat{P} = P$. Moreover, in this case the measure $Q$ defined in Corollary 4.1 is the risk-neutral fair measure for pricing non-defaultable derivatives on the assets $S^1, \ldots, S^k$.

**Analytic representation for a defaultable Put Option**

In this subsection we derive an analytic expression for the credit risk premium of a defaultable put option. To keep things simple we suppose that our financial market consists in only one tradable asset with dynamics evolving according to

$$dS_t = S_t \alpha dt + S_t \sigma dW_t.$$ 

In addition we assume $k = d = 1$, there are no trading constraints and there does not exist a defaultable asset. So the credit risk is the only source for market incompleteness. Moreover we suppose the compensator $K$ satisfies $dK_t = k(S_t)dt + dA_t$ where $k$ is for example a positive continuous function.

Let $C \in \mathbb{R}_+$ be the strike of a put option with pay-off function $\psi(x) = (C - x)^+$. We will show that the credit risk premium of $\psi(S_T)1_{\{\tau > T\}}$ is the initial value of a PDE.

We use the fact that solutions of BSDEs can be represented in terms of solutions of PDEs and vice versa. To this end we characterize in more detail the solution of
where we set $\xi = \psi(S_T)$. We first solve the BSDE with driver $(s,z) \mapsto h(s,z,0)$ and non-defaultable derivative $\psi(S_T)$ as terminal condition,

$$\hat{Y}_t = \psi(S_T) - \int_t^T \hat{Z}_s dW_s + \int_t^T h(s,\hat{Z}_s,0) ds.$$ 

It is known that $\hat{Y}_t = u(t,S_t)$ where $u$ is the solution of the PDE

$$u_t + \frac{1}{2} \sigma^2 x^2 u_{xx} = 0, \quad u(T,x) = \psi(x). \quad (4.2)$$ 

The PDE (4.2) is the Black-Scholes PDE for put options and the solution is known to satisfy $u(t,x) = C\Phi(-d_2) - x\Phi(-d_1)$ with $d_1 = \frac{\ln(x/C) + \sigma^2 T - t}{\sigma \sqrt{T-t}}$ and $d_2 = d_1 - \sigma \sqrt{T-t}$.

Up to the default time $\tau$, the solution $(\bar{Y}, \bar{Z})$ of (4.1) coincides with the solution of the BSDE

$$\bar{Y}_t = 0 - \int_t^T Z_s^a dW_s + \int_t^T [h(s,Z_s^a,u(s,S_s)-Y_s^a) + (1-D_s)(u(s,S_s)-Y_s^a)k(S_s)] ds$$

$$= 0 - \int_t^T Z_s^a dW_s + \int_t^T [\partial Z_s^a + (1-D_s) \frac{k(S_s)}{\eta}(e^{\eta(u(s,S_s)-Y_s^a)} - 1)] ds.$$ 

Moreover, we have $Y_t^a = v(t,S_t)$, where $v$ is the solution of the PDE

$$v_t + \frac{1}{2} \sigma^2 x^2 v_{xx} + \frac{k(x)}{\eta} (e^{\eta(u-v)} - 1) = 0, \quad v(T,x) = 0. \quad (4.3)$$ 

Notice that the PDE (4.3) does not depend on the drift parameter $\alpha$, which is almost impossible to estimate in practice. To sum up, we have the following result.

**Proposition 4.2.** Conditionally on $S_t = x$ and $\tau > t$, the credit risk premium at time $t$ of a defaultable put option with strike $C$ and maturity $T > t$ is given by $v(t,x)$, where $v$ is the solution of the PDE (4.3).

5. Conclusion and final remarks

In this article we studied a class of BSDEs allowing for a jump at a random time and satisfying a quadratic growth condition, and we provided sufficient conditions for the existence and the uniqueness of solutions. With this at hand, we have generalized BSDE representations of the maximal expected exponential utility of investors endowed with defaultable contingent claims. Finally, we introduced the notion of indifference credit risk premium of a defaultable contingent claim, and we derived a representation in terms of a BSDE with quadratic growth generator jumping at the default time.

We remark that one may determine not only the indifference price of credit risk associated with a contingent claim, but the indifference value of the defaultable contingent claim itself. As for the credit risk premium, the indifference value can be shown to be equal to the difference of two continuous BSDEs with quadratic

(4.1) where we set $\xi = \psi(S_T)$. We first solve the BSDE with driver $(s,z) \mapsto h(s,z,0)$ and non-defaultable derivative $\psi(S_T)$ as terminal condition,
growth, and hence to a single BSDE with a jump at the default time $\tau$. By using analogue methods as in Section 4, one can thus generalize representations of indifference prices as derived in [1]. Moreover, regularity of continuous quadratic BSDEs, as verified in [1], allow to write hedging formulas in terms of derivatives of the indifference value with respect to the market price processes. One can thus extend delta hedging principles to defaultable contingent claims, by linking the optimal hedge to sensitivities of indifference values.
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